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Abstract—Self-interference is a key factor limiting the sensing
performance of monostatic integrated sensing and communica-
tion systems. This paper presents a frequency-domain approach
to estimating the self-interference characteristics of fully digital
multi-antenna arrays and derives a precoding scheme for analog
self-interference cancellation.

I. INTRODUCTION

Integrated Sensing and Communications (ISAC) is quickly
evolving to be one of the key features introduced with the 6-th
generation standard of wireless networks [1]–[3]. It promises
to enable sensing as an additional service offered by com-
munication base stations, add sensing capabilities to internet-
of-things devices and communication terminals, as well as
merge sensing and communication features in automotive and
robotic applications [4], [5]. Sensing and communications
traditionally deploy different radio-frequency (RF) front-ends
[6]. In monostatic configurations, where transmitters and re-
ceivers are co-located and simultaneously transmit and receive
in identical time slots and frequency bands in an in-band
full duplex fashion, one of the factors limiting the receive
performance is self-interference resulting from the transmitted
waveforms directly being picked up by receiving antennas
and RF circuits [7]–[9]. Self-interference can be addressed at
multiple points of the analog signal processing, for example
by optimizing antenna arrays for minimal power leakage
or adding cancellation circuits in between transmitting and
receiving RF circuits. Fully digital antenna arrays, where each
antenna element is connected to a dedicated RF chain and
analog to digital converter (ADC) or digital to analog converter
(DAC), offer the unique opportunity of directly optimizing the
generated base-band waveforms for minimal self-interference
by considering the unique frequency-selective characteristics
in between each pair of transmit- and receive RF chains. Based
on a detailed system model, derived in section II, this paper
proposes a self-interference frequency-domain estimation al-
gorithm in section III followed by a digital precoding approach
in section IV. The proposed algorithms are finally validated
by hardware measurements presented in section V.
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II. SYSTEM MODEL

The considered system consists of an arbitrary antenna array
topology featuring M receive chains and N transmit chains,
with each transmitting antenna being fed by a dedicated DAC
and each receiving antenna feeding into a dedicated ADC,
respectively. The system model is visualized in Figure 1.
Within transmit chains, the DACs generate N complex base-
band signals

x(t) =
[
x(1)(t), . . . , x(N)(t)

]⊺
∈ CN (1)

propagating over RF front-ends into transmitting antenna
elements. Inversely, within receive chains,

y(t) =
[
y(1)(t), . . . , y(M)(t)

]⊺
∈ CM (2)

denotes the M base-band signals being sampled by receiving
ADCs after impinging onto their respective antenna elements
and subsequent analog processing by interconnecting RF front-
ends. The m-th received base-band signal

y(m)(t) = y
(m)
Int (t) + y

(m)
Rad(t) + n(m)(t) (3)

is assumed to be a superposition of self-interference y
(m)
Int (t)

leaking from transmit chains into the receive chains, environ-
mental scattering from illuminated radar targets in the antenna
array’s far-field y

(m)
Rad(t), and circularly invariant additive white

Gaussian noise
n(m)(t) ∼ CN (0, σ2) (4)

of variance σ2. The actual base-band signals leaking into the
m-th receiving ADC are modeled by the convolution of a finite
impulse response h

(m,n)
Int (t) between each individual n-th DAC

output and ADC input. Assuming hardware in between the
DAC output and ADC input behaves linearly, the base-band
signal leaking into the m-th receiving ADC can be expressed
as a superposition of all N transmitted base-band signals
convolved with their respective impulse response, leading to

y
(m)
Int (t) =

N∑
n=1

h
(m,n)
Int (t) ∗ x(n)(t) (5)

as an expression of the system’s self-interference depending
on its transmitted waveforms, ∗ denoting the convolution. For
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Fig. 1: System model

a single point j in the far-field of the antenna array’s field of
view, the waveform illuminating said point

z(j)(t) =

N∑
n=1

p
(j,n)
Tx (t) ∗ h(n)

Tx (t) ∗ x
(n)(t) (6)

can be considered a superposition of all base-band waveforms
emerging from the DACs, propagated over their respective
front-ends and antennas with finite impulse response h

(n)
Tx and

traveling over the air towards the target with finite impulse
response

p
(j,n)
Tx (t) = a

(j,n)
Tx γ

(j)
Propδ(t−∆t(j)) (7)

scaled by free-space propagation loss factor γ(j)
Prop and delayed

by free-space propagation delay ∆t(j). δ(t) denotes the Dirac
delta function, a(j,n)Tx is the angle-of-departure dependent phase
shift of a plane wave originating from the n-th transmitting
antenna and impinging onto the j-th target location. Ignoring
higher-order scattering by multiple subsequent targets, the
signal z(j)(t) at location j can either be picked up by the
receiving antenna of a secondary device or be scattered back
to the original antenna array’s receive chains scaled by a factor
γ
(j)
Scat. In the latter case of backscattering, the waveforms will

travel back towards the m-th receiving antenna according to
finite impulse response

p
(j,m)
Rx (t) = a

(j,m)
Rx γ

(j)
Propδ(t−∆t(j)) (8)

where a
(j,m)
Rx represents the angle-of-arrival dependent phase

shift of a plane wave originating from the j-th target location
and impinging onto the m-th receiving antenna. The base-band
signal resulting from environmental scattering

y
(m)
Rad(t) = h

(m)
Rx (t) ∗

J∑
j=1

γ
(j)
Scatp

(j,m)
Rx (t) ∗ z(j)(t) (9)

arrives at the receiving ADCs distorted by the front-end receive
finite impulse response h

(m)
Rx (t). The assumed overall system

model is causal and finite, meaning all impulse responses

h(t), p(t) = 0 for t /∈
[
0,

TMax

4

]
(10)

are non-zero in only a finite window between t = 0 and
t = TMax

4 . Therefore, a maximum time delay TMax between
any transmitted waveform x(t) and its response in y(t)
exists. Neglecting quantization noise, the time-discrete digital
samples uploaded to the DACs can be expressed as the matrix

X = [x(0),x(Ts), . . . ,x((L− 1)Ts)] ∈ CN×L

= [x1, . . . ,xN ]
⊺ (11)

sampling the emerging base-band signals at rate fs =
1
Ts

in L
instances. Equivalently,

Y = [y(0),y(Ts), . . . ,y((L− 1)Ts)] ∈ CM×L

= [y1, . . . ,yM ]
⊺ (12)

is the expression of L time-discrete base-band samples down-
loaded from the ADCs after sampling. In practice, the num-
ber of digital samples L configured for transmission and
captured during reception may differ. However, for ease of
notation, both sample counts will be assumed identical. Given
equation (10) the system can be assumed periodic if X are
the samples of a periodic function or X is zero-padded to
account for the system’s maximum delay with LPad > TMaxfs
zeros. Let FL, F−1

L ∈ CL×L denote the L-point discrete
Fourier and inverse discrete Fourier transform matrices and
F{·}(f), F−1{·}(t) denote the time-continuous Fourier and
inverse Fourier transform, respectively. Then the transmitted
and received sample matrices can be equivalently expressed
as

X̃ = XFL =
[
x̃(1), . . . , x̃(L)

]
∈ CN×L (13)

Ỹ = YFL =
[
ỹ(1), . . . , ỹ(L)

]
∈ CM×L (14)

in frequency domain. Given a periodic system with finite and
causal impulse responses and periodic or finite x(t), all con-
volutions are cyclic and can be replaced by an element-wise
scalar multiplication in discrete frequency domain. Therefore,
the system model can be equivalently expressed as

ỹ(l) = F {y(t)}(lfs)
= ỹ

(l)
Int + ỹ

(l)
Rad + ñ(l) (15)



in terms of its individual discrete frequency components for
self-interference ỹ

(l)
Int, environmental backscattering ỹ

(l)
Rad and

noise
ñ(l) ∼ CN (0, IMσ2) . (16)

The received self-interference in the l-th frequency bin is a
linear combination

ỹ
(l)
Int = H̃

(l)
Intx̃

(l) (17)

of the N frequencies transmitted in the l-th bin according to
self-interference matrix

H̃
(l)
Int =


h̃
(1,1,l)
Int . . . h̃

(1,N,l)
Int

...
. . .

...
h̃
(M,1,l)
Int . . . h̃

(M,N,l)
Int

 ∈ CM×N

=
[
h̃
(1,l)
Int , . . . , h̃

(N,l)
Int

]
(18)

carrying the individual interference weights

h̃
(m,n,l)
Int = F

{
h
(m,n)
Int (t)

}
(lfs) (19)

between each transmitting and receiving antenna for the l-th
frequency bin. The signal backscattered from the environment
contained within the l-th frequency bin

ỹ
(l)
Rad = H̃

(l)
RxP̃

(l)
RxΓP̃

(l)
TxH̃

(l)
Txx̃

(l) (20)

is masked by the receiving front ends characteristics

H̃
(l)
Rx = D

{
h̃
(1,l)
Rx , . . . , h̃

(M,l)
Rx

}
∈ CM×M

h̃
(m,l)
Rx = F

{
h
(m)
Rx (t)

}
(lfs)

(21)

within the respective frequency bins during reception and
depends on the transmitted frequencies masked by the trans-
mitting front end characteristics

H̃
(l)
Tx = D

{
h̃
(1,l)
Tx , . . . , h̃

(N,l)
Tx

}
∈ CN×N

h̃
(n,l)
Tx = F

{
h
(n)
Tx (t)

}
(lfs) .

(22)

III. SELF-INTERFERENCE ESTIMATION

In a controlled environment, where it can be ensured that
no target is in the antenna array’s field of view, meaning the
number of targets J = 0, the system model

ỹ(l)
∣∣∣
J=0

= H̃
(l)
Intx̃

(l) + ñ(l) (23)

simplifies to only self-interference and noise by dropping the
environmental scattering term. Since the antenna array is fully
digital, there is full control over the base-band waveform
transmitted over each RF chain at any point in time. This can
be exploited to estimate the array’s self-interference charac-
teristics by transmitting a sequence of O probing waveforms

X̃
(n,o)
Cal =

[
x̃
(1,n,o)
Cal , . . . , x̃

(N,n,o)
Cal

]⊺
=

[
x̃
(n,1,o)
Freq , . . . , x̃

(n,L,o)
Freq

] ∈ CN×L (24)

W over all N DACs sequentially, so that during transmission
over the n-th DAC

x̃
(n′,n,o)
Cal =

{
ũ
(o)
Cal for n′ = n
0 otherwise

(25)

the remaining N − 1 DACs are muted and the n-th DAC
transmits probing waveform ũ

(o)
Cal. Let

Ũ =
[
ũ
(1)
Cal, . . . , ũ

(O)
Cal

]⊺
=

[
ũ
(1)
Freq, . . . , ũ

(L)
Freq

] ∈ CO×L (26)

be the matrix consisting of all O probing waveforms in
frequency domain, so that

ũ
(l)
Freq =

[
ũ(l,1), . . . , ũ(l,O)

]⊺
∈ CO (27)

is the vectorization of the l-th frequency bin of all O probing
waveforms stacked. The frequency-domain samples

Ỹ
(n,o)
Cal =

[
ỹ
(n,1,o)
Cal , . . . , ỹ

(n,L,o)
Cal

]
∈ CM×L (28)

received during the o-th probing of the n-th transmitting DAC

ỹ
(n,l,o)
Cal =

[
ỹ
(1,n,l,o)
Cal , . . . , ỹ

(M,n,l,1)
Cal

]
(29)

= H̃
(l)
Intx̃

(n,l,o)
Freq + ñ(n,l,o) (30)

= h̃
(n,l)
Int ũ(l,o) + ñ(n,l,o) (31)

depend on the self interference weights between the DAC out-
put and all receiving ADCs h̃(n,l)

Int scaled by the l-th frequency
bin of the o-th probing wavefeorm ũ(l,o). The vectorization of
the obtained samples for a single frequency bin

ṽ(m,n,l) =
[
ỹ
(m,n,l,1)
Cal , . . . , ỹ

(m,n,l,O)
Cal

]⊺
= h̃(m,n,l)ũ

(l)
Freq + ñ(m,n,l)

(32)

is in turn dependent on only the scalar self-interference fre-
quency bin weight h̃(m,n,l) and a circularly invariant additive
Gaussian noise component of variance σ2. Then, the antenna
array’s frequency-domain self-interference characteristics

Ĥ
(l)
Int =


ĥ
(1,1,l)
Int . . . ĥ

(1,N,l)
Int

...
. . .

...
ĥ
(M,1,l)
Int . . . ĥ

(M,N,l)
Int

 ∈ CM×N (33)

can be estimated independently for all L frequency bins by
computing the scalar minimum mean-square error estimates
[10]

ĥ
(m,n,l)
Int = ũ

(l)H
Freq

(
ũ
(l)
Freqũ

(l)H
Freq + σ2IO

)−1

ṽ
(m,n,l)
Cal (34)

for each pair of transmit and receive chains.



IV. PRECODING

The antenna array’s transmitting elements should illuminate
the j-th target location with an expected arbitrary communi-
cation waveform, represented by frequency bins

w̃ =
[
w̃(1), . . . , w̃(L)

]⊺
∈ CL , (35)

while simultaneously minimizing their self-interference by
precoding the expected waveform with

C̃ =
[
c̃(1), . . . , c̃(L)

]
∈ CN×L (36)

so that the actually transmitted waveform over all DACs is

X̃Pre = C̃ D {w} . (37)

Given that an estimate of the antenna array’s self-interference
characteristics Ĥ

(l)
Int is available, finding such a precoding can

be formulated as a constrained optimization problem

min
c̃(l)∈CN

1

2
∥Ĥ(l)

Intc̃
(l)w(l)∥22

s.t. a⊺c̃(l) = 1

∥c̃(n,l)w(l)∥ ≤ ∥w(l)∥ ∀ n = 1 . . . N

(38)

that can be solved independently for each individual frequency
bin. The equality constraint a⊺c̃(l) = 1 ensures that the trans-
mitted power is focused towards the desired target location
by considering the antenna array’s far-field phase response
a towards the target’s direction. The objective has multiple
solutions, which can be understood by considering that for
two transmitting antennas, the signals that cancel each other
out at a single receiving antenna can be any combination of
amplitudes, as long as the respective phases match. However,
the transmitting DACs have limited dynamic range, so that
a high difference in overall signal amplitudes will lead to
a decrease in transmitted power. In order to avoid highly
dynamic solutions, the absolute amplitude of all frequency
precoding bins is limited to one, represented by the inequality
constraint ∥c̃(n,l)∥ ≤ 1. A problem of the above form has the
relaxed closed-form dual solution

c̃(l) =

(
Ĥ

(l)H
Int Ĥ

(l)
Int + λIN

)−1

a

a⊺
(
Ĥ

(l)H
Int Ĥ

(l)
Int + λIN

)−1

a
(39)

with regularization parameter λ ∈ R+. Curiously, for λ = 0,
this solution coincides with the minimum variance distor-
tionless beamformer proposed in [11], only that instead of
minimizing the interference with other devices the antenna
array’s internal self-interference is minimized.

V. VALIDATION

Both the proposed self-interference estimation approach in
section III and the proposed self-interference cancellation ap-
proach in section IV were implemented in a Software Defined
Radio (SDR) setup as an extension of the Heterogeneous
Mobile Radio Simulator Python (HermesPy) [12]. The respec-
tive Python source code, including instructions to reproduce

all measurements and generated graphs, is publicly available
on GitHub [13]. The validation hardware consists of two
synchronized Ettus x410 SDR units [14] operating at 6 GHz
carrier frequency with 490 MHz bandwidth, one unit receiving
over a single horn antenna representing a communication
terminal and one unit featuring an array of five horn antennas,
two antennas of which are connected to receiving ports and
three to transmitting ports, representing a base station jointly
communicating with the terminal and detecting objects in its
field of view by picking up back-scattered power over its single
receiving antenna. Figure 2 displays the considered setup, with

Fig. 2: Software defined radio measurement setup

the communication receiver to the left and the base station
to the right. In between the two, at approximately 1.5 m, a
corner reflector facing the base station represents a target to
be detected. The self-interference estimation performance is
assessed by comparing the root-mean square error

RMSE =

√√√√ 1

ML

L∑
l=1

∥Ĥ(l)x̃(l) − ỹ(l)∥22 (40)

between the leaking signal predicted by the self-interference
estimation when transmitting a random white-noise signal over
all transmitting antennas in a target-free environment and the
actually measured leaking signal. Different noise powers are
achieved by varying the SDR’s receive gain in the available
range from 0 dB to 60 dB. The respective noise power

σ̂2 =
1

ML

M∑
m=1

∥ym∥22

∣∣∣∣∣
X=0

(41)

for each receive gain candidate is estimated by averaging the
device’s received samples without any configured transmis-
sions, meaning X = X̃ = 0. The results are visualized in
Figure 3. The self-interference mitigation performance of the
proposed precoding is assessed by observing the difference in
the transmitted power and the power leaking into the receive
chains of an Orthogonal Frequency Division Multiplexing
(OFDM) waveform, featuring a Schmidl-Cox pilot section
and a single symbol section consisting of 256 quadrature-
amplitude modulated symbols, for different values of the
regularization parameter λ. OFDM was selected as a vali-
dation waveform due to its widespread adoption in current
communication standards, however, the proposed precoding is
not limited to OFDM and applicable to virtually any sequence
of base-band samples. The precoding’s effect on power leaking
from the base station’s transmitting DACs into its receiving



Fig. 3: Calibration performance

ADCs is visualized in Figure 4. As expected, the smaller λ is

Fig. 4: Precoding performance

chosen, the bigger the leakage suppression, with a maximum
leakage difference of 30 dB compared to a conventionally
beamformed signal labeled “Uncoded” around λ = 10−10.
For regularization values smaller than λ = 10−14 a rise in
leaking power to levels above λ = 10−1 is observable, leading
to a region of high leakage suppression located roughly in
between the two limits. The precoding’s effect on the power
received by the communication terminal is visualized in Figure
5. Compared to the “Uncoded” signal, the proposed precoding

Fig. 5: Received communication power

loses approximately 10 dB of received power in the region of
high leakage suppression. Therefore, the gain of the proposed
precoding scheme in this specific hardware setup can be
considered to be approximately 20 dB. Within the conducted

measurement campaign, there was no observable difference in
communication performance for regularization values greater
than λ = 10−14, as shown by the Error Vector Magnitude
(EVM) depicted in Figure 6. After precoding, the remaining

Fig. 6: Communication performance

signal components sampled by the base station’s receiving
ADCs can be considered scattering from the environment and
can be exploited to detect objects in the base station antenna
array’s field of view by a matched-filter approach convolving
the expected reception with the actually received samples
and deriving a range-power profile from the results [15].
Figure 7 depicts the mean power over range bin estimates for
400 consecutive OFDM frames, comparing a conventionally
beamformed signal with the proposed precoded approach at
λ = 10−10. For both waveforms, two graphs are visualized,

Fig. 7: Radar range-power profile

with the graph lower in power at 1.5 m representing an empty
field of view and the graph higher in power at 1.5 m represent-
ing a placed corner reflector. While the conventional approach
is higher in overall received power, the proposed precoding
rejects the majority of the leaking power around the zero range
bin. Additionally, compared to the conventional approach, the
difference in power between an empty field of view and an
existing target significantly improves. Considering a simple
threshold detector assuming a target at the maximum power
range bin, the improved leakage rejection enables an almost
perfect detection performance at λ = 10−10, as indicated by
the receiver operating characteristics depicted in Figure 8.



Fig. 8: Detection performance

VI. CONCLUSION

In this work, the problem of digitally estimating and miti-
gating self-interference in fully digital sensing and commu-
nication multi-antenna arrays was introduced. It could be
shown, both theoretically and in an experimental setup, that
self-interference in between the transmitting and receiving
analog RF chains of antenna arrays featuring a dedicated DAC
or ADC for each individual antenna can be decreased by
digitally precoding waveforms emerging from the DACs, given
that a good estimate of the self-interference characteristics is
available. While these findings serve as a motivation for further
investigations, some shortcomings should be addressed in the
future:

• The system model assumes ideal RF front-ends with per-
fect linearity, accounting for non-linearities might greatly
improve the overall performance.

• The proposed calibration algorithm requires an initial
empty field of view, which is only feasible under con-
trolled laboratory conditions.

• The precoding’s effect on the overall beamforming char-
acteristics and peak-to-average power ratio is unclear.
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